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Abstract  

Land cover change detection is essential for monitoring environmental changes. This paper aims 

to address the need for detecting changes in land cover over large areas and datasets. The study 

conducts a design experiment using aerial photos of Yeka Subcity, Worda 10, in Addis Ababa, 

taken in 2018 and 2021. Our work represents a significant advancement in the efficient and precise 

analysis of large-scale data for land cover change detection. We propose an unsupervised learning 

approach that employs a Convolutional Autoencoder (CAE) to robustly learn features from the 

input data. Temporal variations are identified using Euclidean distance, and Otsu thresholding is 

applied to generate binary change maps. The CAE model, optimized with Mean Squared Error 

(MSE) as the loss function, achieved an 89% accuracy rate in detecting land cover changes. This 

deep learning-based approach demonstrates considerable promise and effectiveness for large-scale 

land cover change detection. 

Keywords: Land cover, Deep learning, Unsupervised learning, Convolution Autoencoder, 

Euclidean distance, Otsu thresholding  
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Chapter One 

1. Introduction 

1.1.Background of the study 

Every year, the world goes through many changes caused by human activity [1, 2] Several studies 

have shown that land cover change can be triggered by the interplay of socioeconomic and natural 

environmental factors[3]. Even though a lot of research has been done to try and figure out what 

causes land cover change in most developing nations, the problem is still not entirely understood. 

Studies on the changes in land cover have been carried out at several sizes, ranging from local or 

finer levels to global or coarse ones. In the context of most developing countries, studies at both 

scales face significant challenges. While global-scale land cover change studies provide insights 

into the rate and direction of changes from a broad perspective, they often obscure important details 

characteristic of small-scale settings typical of farming systems in developing countries. 

Conversely, finer-scale studies focus on isolated and specific areas, which makes it difficult to 

grasp the overall picture, highlighting the need for more such studies. Given the importance of 

studying land cover changes in the context of a rapidly growing population, entrenched poverty, 

an economy heavily reliant on land resources, and severe ongoing land degradation, the role of 

land cover change studies is essential[1]. 

Identification of changes through the analysis of remote sensing images proves valuable in both 

civil and military settings [10, 11]. In military applications, it may be used to obtain information 

on the whereabouts of enemy military units, new military sites, and damage assessments. [6]. For 

civil applications, identifying land cover change detection (LCCD) can be helpful for a variety of 

purposes, including analyzing land use change, tracking shifting cultivation, evaluating 

deforestation, researching vegetation phenology changes, analyzing damage, identifying crop 

stress, monitoring snowmelt during disasters, analyzing day-and-night thermal characteristics, city 

planning, and other environmental changes [7]. 

The pursuit of precise change detection comes from the extensive land areas and examining their 

evolution over some time [8]. Detecting changes manually using sequential imagery is a slow, 

laborious process, time-consuming, tedious, formidable task, and even boring [13, 15, 16]. Thus, 

there is an evident need for an automatic change detection system that analyzes and correlates two 
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sets of images of the same region obtained at different times and shows the interpreter the changes 

and their positions [11]. The proposed solution suggests that a substantial enhancement in image 

processing speed can be achieved by focusing solely on the changes. This approach aims to spare 

humans from the laborious task of processing all the information present in both images, thereby 

streamlining the overall process [12]. The challenge of automating change detection in image pairs 

or sequences has been a subject of study for several decades [8]. 

Since 2014, deep learning (DL) has grown in importance within the remote sensing field [13]. DL 

has numerous applications in remote sensing for instance feature extraction and classification plays 

a big role. The rapid development, progressing speed, and an expanding variety of remotely sensed 

data, along with growth and advancements in DL, have elevated it to a prominent investigation 

topic. Given that the majority of  DL architectures, initially designed for multimedia vision and 

the predominantly digital format of remote sensing data, can be effectively applied to remote 

sensing optical images[13]. The generated change map can be used as a basic preliminary filter, 

but it can also yield important details about the number, size, or form of the altered regions. These 

details can be easily incorporated into higher-level event detectors and object analyzer modules. 

[14]. Understanding the dynamics of both natural resources and man-made structures is crucial 

because it offers useful knowledge for making decisions in both public and commercial entities. 

[4]. However, the usefulness of this data relies on the specific needs of the application as well as 

the dataset's accessibility.  

So coherent utilization of DL methodologies represents a substantial advancement in the field of 

remote sensing. It highlights DL's potential to enhance the precision and efficiency of various tasks 

associated with analyzing Earth's surface features. As remote sensing datasets continue to present 

unique complexities, the adaptability of DL proves instrumental in addressing nuanced problems 

and extracting meaningful insights. The integration of DL techniques into change detection 

processes reflects a promising avenue for further advancements in remote sensing research and 

applications. In this research, we utilized deep learning (DL) and unsupervised learning techniques 

to identify changes in time series aerial photographs.  
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1.2.Statement of the Problem 

Understanding the dynamic changes in land cover during particular or extended periods is essential 

for making timely decisions, especially in the public sector. Strategic governance and resource 

allocation are severely hampered by the inefficiencies, errors, and lack of transparency associated 

with traditional approaches for detecting and tracking changes in land cover. Land cover 

change can lead to, forest fragmentation, biodiversity loss, and land degradation[15]. These issues 

can be seen in developing countries, where rapid population growth results in inconsistent changes. 

This resulted in deforestation intended to boost agricultural output[22, 23] and fuelwood.   

Change detection methods such as visual interpretation and field investigation detection are highly 

inefficient.  Visual interpretation involves the visual of a multitemporal image composite and the 

on-screen digitization of altered regions This process requires an experienced analyst who can 

incorporate texture, shape, size, and patterns into the interpretation to make decisions about 

temporal changes. Typically, this involves analyzing images from two or three different dates[12]. 

For instance, visual interpretation has been used to identify changes between arable land  and 

grassland[18], as well as to estimate changes in Amazonia due to selective logging[19]. This 

method relies heavily on the analyst's ability to incorporate texture, shape, and size, making it a 

challenging task. Due to these difficulties, visual interpretation is not frequently employed in 

digital change detection analysis and often requires highly experienced analysts. Additionally, this 

method cannot provide detailed change information, and the results may vary based on the 

experience of the analyst. For instance, implementing visual interpretation on data generated by 

Sentinel satellites, which have produced approximately 25 petabytes of data over the years[20],  

include significant amount of time required for large-area change detection applications and the 

challenge of promptly updating the findings. Furthermore, presenting detailed change trajectories 

is also difficult with this method.  

The alternative approach is predicated on traditional field investigation, which is labor-intensive 

logistically complex and so insufficient on such a large scale. The vastness of the region makes it 

difficult to get data promptly, which hinders the rapid exchange of crucial information needed for 

informed decision-making. For instance, Ethiopian government has started the Climate Resilient 

Green Economy (CRGE) including the Green Legacy Initiative (GLI). This initiative goal aims to 

create a “green and climate-resilient Ethiopia”. Within this GLI initiative, the Ethiopian 
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government plans to plant 25 billion seeding in the next four years. Effective monitoring of such 

a large-scale project requires identifying planting sites, tracking plant growth, and identifying 

drought-prone areas, all of which cover vast territories. This approach is not able to produce 

concrete proof to support the noted changes in land cover. This shortcoming makes it more difficult 

to convince a wide range of stakeholders of the merits of comprehensive policies and initiatives. 

The combination of labor-intensive on-site field investigations and the tedious nature of manual 

identification using remote sensing data creates a dual challenge. This not only compromises the 

speed at which valuable information is obtained but also hampers the overall effectiveness of the 

decision-making process. To surmount these challenges, there arises a pressing need for a method 

that is capable of supporting a large amount of territory or multitemporal data by harnessing the 

power of continuous, multitemporal imagery. Such a system could facilitate the identification of 

drought-prone areas, monitor the progress of planted seeds, and detect instances of false reporting 

change that occurred. By leveraging advanced technology, this can streamline monitoring efforts, 

providing policymakers with accurate and timely information to guide their actions. 

In light of these challenges, there is an urgent need to explore advanced methodologies, particularly 

leveraging emerging technologies like deep learning that can be used to identify temporal variation 

from large multitemporal data. Such approaches have the potential to revolutionize how we 

discern, interpret, and communicate land cover changes. The focus of this research is to build a 

deep learning model that can identify change from unlabeled multitemporal images and visualize 

the results by generating a binary change map, thereby providing a more efficient and accurate 

solution for large-scale land cover change detection. 
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1.3.Research Question 

RQ 1: How to identify change from unlabeled multitemporal aerial photographs? 

RQ 2: What preprocessing techniques are essential for preparing aerial photograph data 

for deep learning models in land cover change detection?  

RQ 3: What are the key challenges in identifying land cover change detection in a 

multitemporal image? 

RQ 4: How to build a deep learning-based change detection model from aerial 

photographs? 

1.4.Objective 

1.4.1. General Objective 

The objective of this research is to construct an unsupervised deep learning model designed to 

effectively identify changes in land cover. 

1.4.2. Specific Objective  

▪ To review related state-of-the-art literature to identify the best methods. 

▪ To prepare and preprocess the multi-temporal data. 

▪ To Investigate feature extraction methods for aerial photographs.  

▪ To develop a change detection model that is based on unsupervised learning. 

▪ To evaluate the performance of the proposed model. 
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1.5.Scope of the study 

Through the analysis of aerial imagery taken between 2018 and 2021, this study will concentrate 

on finding temporal changes in land cover. Using cutting-edge deep learning algorithms, the main 

goal is to identify changes throughout this time. To do this, we will create a deep learning model 

that is intended for feature extraction and use to the extracted features to find temporal changes 

without the need for labeled data. This method will find notable changes in land cover by utilizing 

the patterns and attributes that are already present in the dataset. 

The deep learning model's development and application will be a primary focus of the research. 

To maximize the model's ability to precisely identify changes, we will investigate a variety of 

architectural options and preprocessing methods. The effectiveness of the model will be evaluated 

using appropriate metrics to ensure robust and reliable detection results. We will utilize the model 

we constructed to find differences between the aerial photographs from 2018 and 2021. A binary 

change feature map will be used to graphically represent the identified changes, clearly 

highlighting regions of notable modification. With the help of this visualization, one will be able 

to comprehend the extent and geographical distribution of changes in land cover, which will 

provide important insights into the dynamics of the area under study. 

In conclusion, by utilizing unsupervised deep learning algorithms on multi-temporal aerial images, 

this research seeks to enhance the practice of land cover change identification and eventually offer 

a complete and automated system for detecting land cover changes over time. 

1.6.Limitations of the study 

One limitation of the research is the limited availability of multi-temporal data. For this research, 

we were only able to get aerial photos for this study covering three years between 2018 and 2021. 

Due to the very short period, there could be less noticeable changes, which could make it 

more difficult to identify significant changes in land cover. 

Another limitation is the difficulty of obtaining sufficient hardware for the proposed deep learning 

model training. Not only for training the data and for the preprocessing nearly 100Gb of 

multitemporal data has been taken several times. The computational demands of the training 

process and the preprocessing have led to prolonged training times, which has slowed down the 

overall progress of the study. 
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It has also been challenging to locate experts in the field of remote sensing to confirm the 

alterations that have been seen. The verification procedure takes a long time, and it has proven 

difficult to get specialists who are prepared to devote the required time to this task. 

1.7.Significance of the study 

This study can hold significant importance as it applies deep learning methods in the realm of 

change detection within Ethiopia, addressing a notable void in existing research efforts. Although 

the discipline of remote sensing has witnessed extensive research on change detection, a prominent 

gap persists as most studies have not ventured into the realm of deep learning methodologies. 

The key to the matter lies in the scarcity of deep learning-based approaches, which has resulted in 

a limited availability of preprocessed multitemporal data is a crucial element for the success of 

such methodologies. This study seeks to bridge this gap by introducing the concept that researchers 

from diverse disciplines, particularly those in computer science specializing in deep learning, can 

contribute valuable insights to the field of change detection. By extending an invitation to experts 

in remote sensing, this research aims to foster collaboration and knowledge exchange, emphasizing 

the significance of their involvement in providing labeled data that can fuel advancements in deep 

learning-based change detection. Investigating land cover is crucial in the current era to efficiently 

harness available resources, facilitate proper planning, implement effective management practices, 

and promote sustainable development [21]. 

1.8.Methodology of the study  

1.8.1. Research design  

An experimental research approach will be used in this work, which is especially pertinent given 

the use of deep learning techniques for change detection. In experimental research, variables are 

systematically changed in order to see how such changes affect the result variable. In the realm of 

change detection, this approach allows for the deliberate adjustment of parameters within deep 

learning models to assess their impact on the accuracy of detecting changes in images over time. 

The controlled nature of experimental research is particularly valuable in minimizing external 

factors that could influence the outcomes, providing a robust framework for investigating the 

effectiveness of deep learning algorithms in change detection. This approach is pivotal for 

establishing causal relationships between model configurations and detection accuracy, finally 

enhancing our knowledge and improving how deep learning is applied in change detection settings.  
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1.8.2. Data collocation 

Gathering essential data poses a challenge in the research process, with the requirement for 

multitemporal images to train a model for change identification. Access to such data can be 

facilitated through the Space Science and Geospatial Institute (SSGI).  

1.8.3. Study Area 

The research will be conducted in the Addis Ababa region around Yeka worda 10, utilizing aerial 

photography captured in the years 2018 and 2021 G.C. These images serve as invaluable tools for 

our study, allowing us to analyze and compare changes in the region over the specified time frame. 

 

Figure 1:Study area 
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1.8.4. Development tools  

In crafting the proposed model's design, this paper will leverage a diverse set of tools to facilitate 

its development. The selection of these tools is driven by their ability to contribute distinct 

functionalities and enhance various aspects of the model. Specifically, the integration of tools will 

encompass a comprehensive approach to ensure the robustness and effectiveness of the designed 

model. 

▪ Python:  stands out as one of the most widely embraced programming languages, gaining 

significant prominence, especially in fields like image processing, machine and deep 

learning. Renowned for its versatility and supported by an extensive library, Python has 

emerged as the preferred language for a diverse range of researchers and developers alike. 

This popularity is further amplified by a robust ecosystem, fortified by influential libraries 

like TensorFlow, Scikit-learn, and PyTorch. These libraries offer comprehensive 

frameworks that streamline the process of constructing and deploying deep-learning 

architectures with ease. 

 

▪ Keras: stands out as a high-level API within the TensorFlow platform, specifically 

designed to cater to the requirements of contemporary deep learning. It comprehensively 

addresses each stage of the deep learning workflow, such as data processing, 

hyperparameter tuning, and deployment. Which makes Keras a robust and versatile tool 

for building our deep-learning model. 

 

▪ NumPy: is a very popular Python library developed by Travis Oliphant in 2005. it has a 

large collection of high-level mathematical functions. 

 

▪ Anaconda: is an open-source platform that enables you to write and execute Python code. 

It is the most popular choice for learning and utilizing Python in scientific computing, data 

science, and machine learning, with over thirty million users globally.  

 

▪ Global Mapper: has received a great deal of praise from the remote community for its 

outstanding capacity to analyze and visualize geographic data, including both vector and 

raster data formats. The software plays two roles in the context of research projects. First 
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and foremost, it makes data visualization easier, which in turn promotes a thorough 

comprehension of complex raster data. Moreover, Global Mapper is essential to the 

production of co-registered pictures, which makes multitemporal dataset alignment easier. 

 

▪ ArcGIS: one of the most popular applications of geospatial technology. It is used for 

visualizing and analyzing the multitemporal image. Also, it is used to create a study area 

map with the standard. 

 

▪ Git: Git is a decentralized version control system created to manage file versions. It has 

assisted research efforts by effectively managing code and documentation.  

 

▪ Geospatial Data Abstraction Library (Gdal): is a library of tools for working with 

geographical data. which is a very helpful tool that works with both raster and vector data 

formats. For our research, it is utilized for reading the raster data which is Geotiff image. 
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1.8.5. Evaluation metric  

In the realm of any research, the significance of evaluation cannot be overstated, as it serves as a 

pivotal tool for measuring results and facilitating comparisons with related studies. Evaluation 

metrics play a crucial role by providing a quantitative measure to assess the performance and 

effectiveness of our model within the specific context of our research. These metrics not only offer 

a means to showcase the measurable outcomes but also furnish important insights regarding the 

model's performance. This, in turn, aids in the informed selection of optimization solutions, 

guiding the refinement of the model for enhanced efficiency and effectiveness. In essence, the 

process of evaluation becomes an indispensable aspect, steering researchers toward a deeper 

understanding of their model's performance and paving the way for strategic optimization 

decisions. For our research, we will be using the following evaluation metrics.   

Confusion Matrix 

▪ A confusion matrix is a table that shows the performance of a classification model. It 

provides a comprehensive examination of the discrepancies between the predicted and 

actual classifications for a given dataset. To evaluate the performance of the model, look 

at the True Positive (TP), True Negative (TN), False Positive (FP), and False Negative 

(FN) values in the confusion matrix. 

Below is an explanation of each component of a confusion matrix: - 

▪ TP: Pixels recognized as having undergone alteration. 

▪ TN: Unchanged pixel found. 

▪ FP: Incorrect identification of unchanged pixels as a change. 

▪ FN: Modified pixels that are mistakenly categorized as unaltered. 
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▪ Accuracy   

Accuracy =  
True Positives  + True Negatives 

True Positives + True Negatives + False Positives  + False Negatives
 

     Equation 1: Accuracy equation 

▪ Precision 

Precision =  
True Positives 

True Positives  + False Positives 
 

Equation 2: Precision equation 

▪ Recall 

Recall =  
True Positives  

True Positives  + False Negatives 
  

Equation 3: Recall equation 

▪ F1 Score 

F1 Score = 2 * ( 
𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 𝐱 𝐑𝐞𝐜𝐚𝐥𝐥   

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 + 𝑹𝒆𝒄𝒂𝒍𝒍
) 

Equation 4: F1 equation 
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Chapter Two  

2. Literature Review 

2.1.Change Detection   

Observing an object, system, environment, phenomenon, or dataset at various intervals allows one 

to recognize and analyze changes in its status. This technique is known as change detection[22]. 

Its applicability now extends across diverse domains such as medical diagnosis and treatment[29], 

civil infrastructure[33], driver assistance systems[29], and video surveillance[30]. Specifically, 

within remote sensing, dripline the process of identifying changes in a given geographic region by 

comparing a collection of photos taken at various times is known as "change detection" [31]. 

Essentially, it involves the ability to quantify temporal effects using multitemporal images [7], 

which are a series of images taken at different points in time that capture the same geographic area 

or scene. Geographic information systems (GIS), remote sensing, and other disciplines that 

monitor and analyze environmental changes frequently employ multitemporal imagery. These 

images allow for the analysis and comparison of changes and patterns over time, proving 

invaluable for monitoring continuous changes in land cover across vast geographical areas, which 

would be difficult to detect using conventional field investigations alone [32]. This procedure is 

an essential technology in the field of earth observation. Its purpose is to differentiate between 

changed and unchanged pixels in bi-temporal or multi-temporal remote sensing images gathered 

from the same geographical zone or area, but at different periods [33]. The collection of 

multitemporal images for this purpose can include satellite imagery like multispectral images and 

aerial photos, or even a combination of heterogeneous datasets obtained from various satellite 

sources. With the proliferation of digital remote sensing data, including radar and satellite imagery 

like SPOT images, and the subsequent improvement in spatial resolution over the past decade, the 

implementation of change detection in various applications has become increasingly feasible [28]. 

The core principle of change detection hinges on the premise that alterations in land cover should 

manifest as variations in radiance values. However, the accurate identification of these changes is 

susceptible to several influencing factors. These include variations in the air pressure, changes in 

the Sun's angle, and variations in the moisture content of the soil. 

To delve into the impact of atmospheric conditions, the presence of clouds, dust, or other 

particulates in the atmosphere can scatter or absorb sunlight. This alteration in sunlight can, in 

turn, modify the radiance values detected by the sensor [35]. Regarding the Sun's position, its angle 
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can significantly influence the amount of sunlight reaching Earth's surface and subsequently being 

reflected to the sensor. This variability can result in the same land area appearing differently at 

different times of the day or year, potentially leading to inaccuracies in change detection [36]. 

Moreover, the water content in the soil plays a pivotal role in altering its reflective characteristics. 

Moist soil, for example, reflects less sunlight compared to dry soil. This discrepancy in reflective 

properties can create the illusion of a change in land cover, even when no actual change has 

occurred [37]. These considerations underscore the need for a nuanced understanding of the 

environmental factors that can introduce variations in radiance values, guaranteeing the precision 

of change detection techniques in the context of remote sensing.  

Two essential characteristics of a successful change detection system are its accuracy in detecting 

changes and its capacity to show the geographical distribution of altered types. There are a few 

typical measures that should be taken into account before starting change detection research. First 

and foremost, image processing is crucial. To guarantee accuracy and consistency across several 

temporal images, procedures like image registration and geometry correction are involved. 

Second, in order to effectively identify changes, appropriate procedures that match the features of 

the multi-temporal data must be chosen. Finally, it is critical to evaluate the change detection 

algorithms' accuracy. 

The accuracy of change detection hinges on numerous factors, including: - 

1. Accurate geometric alignment of multi-temporal images. 

2. Calibration or normalization processes for multi-temporal images. 

3. Availability to high-quality ground truth data. 

4. The complexity of the study area's landscape and environment. 

5. The change detection techniques or algorithms implemented. 

6. Classification and change detection frameworks. 

7. Considerations of time and cost [22]. 
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Before tackling implementing change detection, it's crucial to grasp various aspects. MacLeod and 

Congalton [38] provide an insightful instance of change detection in monitoring natural resources. 

This involves detecting the occurrence of change, quantifying its extent, and evaluating its spatial 

pattern. Furthermore, understanding the factors influencing land cover change is imperative. These 

factors can be categorized into five main groups: Ecological and geomorphological factors, such 

as soil erosion and vegetation succession; long-term natural changes, including climate change; 

human-induced factors, such as alterations in vegetation cover, deforestation, and land 

degradation; climate change variability, such as the greenhouse effect resulting from human 

activities[39]. Comprehending these influences aids in selecting the study area and the necessary 

time series data. By considering these elements, the approach becomes more comprehensive and 

coherent, laying a solid foundation for effective change detection. In addition to understanding 

environmental characteristics, implementing a robust change detection methodology using remote 

sensing data necessitates proficiency in image processing techniques and familiarity with remote 

sensor systems. Several considerations are crucial in this regard:  

Firstly, meticulous preprocessing is indispensable. This involves careful inspection of 

environmental elements include atmosphere changes, soil moisture content, and phenological 

properties within the study area before undertaking change detection endeavors. This preliminary 

analysis ensures a thorough understanding of the data's quality and potential limitations.  

Moreover, image preprocessing for change detection is pivotal, distinguishing it from other image-

processing tasks. Central to this process is image registration, which entails aligning multiple 

temporal images spatially. Spatial misregistration can significantly compromise the accuracy of 

change detection models [49, 50]. Therefore, before implementing change detection algorithms, it 

is imperative to ensure: - 

1. Accurate multi-temporal image alignment, or registration. 

2. Radiometric correction to rectify inconsistencies in brightness values across temporal 

images. 

3. Identification of any seasonal variations between multi-temporal images. 

4. Selecting imagery that shares the same spatial and spectral properties if possible. 
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By adhering to these preprocessing prerequisites, researchers can establish a solid foundation for 

accurate and reliable change detection analyses based on remote sensing data. This meticulous 

approach enhances the coherence and effectiveness of the change detection process, ensuring its 

applicability in diverse environmental monitoring and management contexts. 

2.2.Remote Sensing 

Remote sensing is the discipline focused on gathering and analyzing data from a distance using 

sensors that don't necessitate physical contact with the target object. While its reach extends to 

studying planetary surfaces and atmospheres across our solar system, the primary emphasis is on 

Earth. Generally, remote sensing techniques revolve around utilizing sensors to detect and measure 

electromagnetic radiation, notably visible light, that has interacted with surface characteristics and 

the atmosphere[34]. 

Remote sensing is a fundamental technique for acquiring multitemporal data and a crucial 

instrument for learning about the Earth's surface and its characteristics. It involves measuring the 

electromagnetic reaction that interacts with the atmosphere or an object [43, 51]. There are two 

types of interactions that occur between a sensor and the surface of the Earth: active and passive. 

Our research focuses on the latter, in which passive sensors use solar energy to illuminate the 

surface of the Earth and then look for reflected light. 

A material's ability to transmit certain kinds of electromagnetic waves depends on its physical 

characteristics. For example, clear water, lush flora, and dry, barren dirt all have different reflection 

spectra. Dry, exposed earth becomes more reflective as the wavelength gets longer, from 400 to 

1800 nm. Green vegetation, on the other hand, has strong reflectivity in the near-infrared and red-

light spectrums. These distinctive qualities are utilized to set green plants apart from other items 

[34].  

In our research, we will employ aerial photography images, utilizing multiple channels, each 

sensitive to a specific range of wavelengths. This approach results in a layered image that contains 

not only the brightness of the observed targets but also their spectral characteristics (color). 
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Figure 2: Electromagnetic spectrum [34] 

2.3.Unsupervised Learning 

Creating methods to solve issues computationally is one of the main objectives in the subject of 

computer science. Even while human creativity is crucial to the process of creating algorithms, 

there are some problems whose answers are very hard to come up with only human creativity. 

These issues frequently fall within the "AI set," or the group of issues that systems purporting to 

be intelligent should be able to resolve. This covers issues including locating and identifying items 

in an image, comprehending natural language, identifying human voice, and having the ability to 

move, open doors, and control objects. Finding patterns in the incoming data appears to be 

necessary for solving these issues, but figuring out which patterns to look for and how to represent 

information internally has proven to be a very difficult and time-consuming effort if done by hand. 

The technique of utilizing machine learning (ML) algorithms to analyze and classify unlabeled 

data sets is known as unsupervised learning, or unsupervised machine learning. So, the concept of 

unsupervised learning is finding structure from uncategorized data. These ML algorithms find 

hidden relationships or patterns in the data without requiring human assistance. Over the years 

supervised learning has achieved a lot by solving a prediction problem and the model can 

generalize well to the dataset that is often trained on[43]. Even while supervised learning has 

proven to be effective, it is limited in its ability to teach general-purpose representations that can 

be used for a range of activities and easily adjusted to new ones without requiring human 
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supervision. Furthermore, it appears quite artificial that we need extensive sets of meticulously 

labeled data to comprehend the organization in fields like the visual realm, where the arrangement 

appears readily observable. If we aim to create a representation learning system that mimics 

biological processes, then relying solely on supervised learning is inadequate. Hence, there are 

compelling reasons to pursue unsupervised methods for learning the structure within data [44]. 

Numerous attempts have been made to enable AI-driven change detection without the need for 

extensive labeled datasets, often through unsupervised or semi-supervised approaches. Transfer 

learning, for instance, has emerged as a promising method to mitigate the requirement for training 

samples, although it necessitates data from other domains, thereby straying from pure 

unsupervised methodologies[45]. 

Machine learning is an algorithm design methodology that places a strong emphasis on acquiring 

and using experience. Examples of correct or incorrect input-output behavior, merely monitoring 

the inputs or a more active engagement between an agent and its surroundings might all be 

considered forms of this experience. This method's basic tenet is that statistical modeling of 

experience, often known as data, offers a scalable means of identifying the representations and 

patterns required to solve AI-related issues. Finding models, or at least design concepts for models, 

that apply to a broad range of problems is the goal. Because of this, human creativity is detachable 

from the machine learning method in that it is focused on determining which statistical models and 

assumptions should be applied to interpret or understand the data, rather than being directed to 

solving specific issues. 

One specific design idea has shown to be incredibly effective over the past decade years in 

resolving a wide range of issues. Models should be taught several tiers of distributed 

representations, according to this theory. The family of models known as deep neural networks, 

which are made up of linked neuronal units arranged in a deep hierarchy, is a popular example of 

this idea in action. Different functions may be represented by a deep neural network by tuning the 

strength of the connections between these units. In fact, given an incredibly enormous number of 

units, it can represent any function arbitrarily well. Other methods also have this virtue of universal 

approximation. The intriguing thing about these models, though, is that, when placed in a deep 

computing network, a large number of practical functions related to AI problem-solving may be 

represented effectively with very few neurons. Deep learning is a discipline that was established 
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as a result of this important discovery, which was motivated by biological neural networks and 

verified on several real-world AI challenges. Interest in these models has skyrocketed[44]. 

In unsupervised learning, direct application to classification or regression problems isn't feasible 

due to the absence of corresponding output data. Instead, the focus is on unraveling the underlying 

structure of the dataset, grouping data based on similarities, and representing the dataset in a 

compressed format. 

2.4.Deep Learning 

The science of Earth is enduring a massive transformation, evolving under the impact of a 

revolution of data. The generation of this data has been driven by Earth-observing satellites 

combined with the ongoing discovery and creation of physics-based earth system computing 

models[46]. This integrated information offers an unprecedented chance for monitoring the 

interpretations of the complex dynamics of the ecosystems and climate system of earth and related 

societal issues such as food, water, energy security, and climate change that affect the future of 

our planet. As regards DL, a key technology that has set off far-reaching changes in various 

disciplines ranging from computer vision to natural language interpretation, it also has the potential 

for an environmental turnaround by bringing about nothing less than a revolution in Earth and 

environmental sciences. 

Earth science has experienced these last years a dramatic development of DL applications which 

helped to gain remarkable results. However, it is faced with quite prominent difficulties when it 

comes to applications of this technology to Earth science data even despite that. The problems are 

multimodality; a high degree of heterogeneity in time and space as well as the characteristics of 

Earth science data which is deficient and noisy. Dealing with the mentioned obstacles requires 

improvement of our understanding and making new approaches that can integrate existing 

knowledge of Earth Science disciplines into the algorithms successfully. The solutions that will 

resolve this key issue of deep learning can bring to not only making deep learning better but also 

fast-tracking the discoveries from a variety of scientific subjects[47].   
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2.5.Related Works   

The research undertaken in this study focuses on change detection using Landsat Enhanced 

Thematic Mapper Plus (ETM+) data with a 30-meter spatial resolution, covering the city of 

Taizhou, China, during the period from 2000 to February 2003. Four different classes are included 

in the research: unaltered areas, city expansion (including moves from bare soils, grasslands, or 

cultivated fields to buildings or roads), soil change (especially moves from cultivated fields to bare 

soil), and water change (transformations from non-water regions to water regions). The research 

aims to display binary and multi-class change detection maps [49]. The objective of the research 

is to develop a unified RNN architecture capable of seamlessly integrating spectral, spatial, and 

temporal aspects into a single framework. This holistic approach enables the model to extract 

features from multispectral imagery, taking into account spectral, spatial, and temporal 

dimensions. In order to do this, the research combines recurrent neural networks (RNNs) with 

convolutional neural networks (CNNs), breaking down the approach into three essential 

architectural parts. Firstly, the initial phase centers on spectral-spatial feature extraction, 

employing two identical convolutional sub-networks. These sub-networks are adept at processing 

sequences of 5x5 multispectral patches of images, enabling the discovery of spectral features 

within the spectral data [49]. The second stage uses a Recurrent Sub-Network, namely Long Short-

Term Memory (LSTM), to handle temporal dependencies. This network leverages the features 

learned in the previous phase and is proficient at handling sequential input data. It analyzes the bi-

temporal dependencies within the images, allowing the model to capture how changes evolve and 

make predictions based on this historical context. The final stage encompasses two fully connected 

layers dedicated to classification. These layers transform the extracted features into actionable 

change detection maps.  

Among the proposed methods, while the previously discussed ones are grounded in supervised 

learning, an alternative approach involves unsupervised learning. This specific approach consists 

of two layers: a U-Net segmentation layer and a feature-level subtraction block layer. A two-path 

network with shared weight parameters is included into the feature-level subtraction block layer.  

These paths are instrumental in extracting dynamic difference images (DI) at both low- and high-

level features. The extraction process involves subtracting the output images from both branches 

at the corresponding layer [50]. This method uses information from both low- and high-level 

characteristics to generate subtle difference pictures. The feature-level subtraction block layer and 
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the U-Net segmentation layer are connected in a way that enables the integration of low- and high-

level features. This layer is designed to accept both low- and high-level features, establishing a 

comprehensive integration with the feature-level subtraction process. The primary objective of the 

U-Net segmentation layer is to effectively segment changes within temporal images. By 

incorporating the extracted dynamic difference images, the U-Net segmentation layer contributes 

to the unsupervised learning approach by identifying and delineating temporal changes within the 

imagery. The objective of this paper is to develop a deep learning architecture capable of mitigating 

spectral distortion in multispectral images and effectively identifying changes within these images. 

The proposed method's strengths lie in its ability to harness both geometrical and spectral 

resolution enhancements, allowing for the accurate detection of small changes. To substantiate the 

effectiveness of the proposed method, the authors employ key performance metrics, specifically 

Percentage Correct Classification (PCC). A PCC score of 98.78% underscores the accuracy of the 

proposed method in correctly classifying changes within the multispectral images.  

A method to unsupervised learning-based change detection in multitemporal pictures is presented 

by the other suggested End-to-End CD Network, which is built on CNNs. The architecture is 

structured around three parallel channels, each contributing uniquely to the overall task. In the first 

and third channels, the emphasis is on extracting deep features from the multi-temporal images, 

capturing both spectral and temporal information. The second channel is dedicated to change 

detection, leveraging differencing and stacking operations on deep features from the other channels 

to highlight significant changes over time[51]. The primary objective of this paper is to tackle a 

critical limitation in existing methods for change detection, specifically the neglect of spatial 

features and underutilization of spectral information. Many current approaches focus solely on one 

type of remote sensing data, rendering them unsuitable for diverse datasets. Moreover, prevalent 

CNN-based change detection methods typically rely on 2D convolution layers, overlooking the 

interdependencies among spectral bands. This oversight hampers their ability to fully leverage the 

rich spectral information available. To overcome these shortcomings, the proposed method 

advocates for a novel approach. By integrating both 3D and 2D deep features, the model aims to 

synergistically harness spatial and spectral information, transcending the limitations of existing 

techniques. This strategic combination is anticipated to yield improved performance results, 

addressing the inherent challenges associated with change detection across diverse RS datasets 

and enhancing the overall effectiveness of the CNN-based approach[51]. 



22 
 

 Table 1. Summary of Reviewed Literature 

Author Techniques Mode Conclusion 

Accuracy  

[49] CNN and 

RNN 

supervised 0.9873 The paper's strength lies in its end-to-end approach, eliminating 

the need for manual feature engineering, and its learn a 

composite representation of spectral, spatial, and temporal 

features, which is essential for detecting changes in 

multispectral images. However, a potential weakness of the 

paper is its reliance on dilated convolution, which may lead to 

the omission of deep features from the multispectral image. 

[50]  unsupervised 0.9878 This paper's goal is to create a deep learning architecture that 

can mitigating spectral distortion in multispectral images and 

effectively identifying changes within these images. The 

proposed method's strengths lie in its ability to harness both 

geometrical and spectral resolution enhancements, allowing for 

the accurate detection of small changes. 

[51] CNN-based 

CD  

unsupervised 0.9889 The primary objective of this paper is to tackle a critical 

limitation in existing methods for change detection, 

specifically the neglect of spatial features and underutilization 

of spectral information. Many current approaches focus solely 

on one type of remote sensing (RS) data, rendering them 

unsuitable for diverse datasets. Moreover, prevalent CNN-

based change detection methods typically rely on 2D 

convolution layers, overlooking the interdependencies among 

spectral bands. This oversight hampers their ability to fully 

leverage the rich spectral information available. To overcome 

these shortcomings, the proposed method advocates for a novel 

approach. By integrating both 3D and 2D deep features, the 

model aims to synergistically harness spatial and spectral 

information, transcending the limitations of existing 
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techniques. This strategic combination is anticipated to yield 

improved performance results, addressing the inherent 

challenges associated. 
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Chapter Three  

3. Modeling for Land Cover Change Detection Using Deep learning  

3.1.Proposed Model 

The proposed method for identifying changes leverages unsupervised learning due to the scarcity 

of labeled multitemporal data for change detection. The model employs an encoder-decoder 

architecture based on Convolutional Neural Networks (CNNs). The encoder consists of three 

convolutional layers that capture essential features from the input data, systematically extracting 

hierarchical representations of the input images. 

Conversely, the decoder also consists of convolutional layers designed to reconstruct the spatial 

information from the encoded features. These decoder layers are meticulously constructed to 

decode the abstract representations learned by the encoder, ultimately reconstructing the original 

spatial structure of the input data. 

Together, the encoder and decoder components form a cohesive architecture that effectively 

captures and reconstructs the features. During training, backpropagation and optimization 

algorithms are employed to minimize the loss function. This process allows the network to adjust 

the weights of the convolutional filters, enhancing reconstruction accuracy. 

Once the model is trained, it processes multitemporal images to extract features. These features 

are concatenated from multiple layers to create a rich representation with enhanced discriminative 

power. A change map is then generated using pixel-wise Euclidean distance based on these 

features. 
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Figure 3: The Proposed Architecture 

To construct an unsupervised model capable of identifying changes in remote sensing data. The 

steps that the research will take are as follows: - 

▪ Image preprocessing. 

▪ Feature extraction 

▪ Based on the feature extraction, identify change. 

▪ Evaluate the model performance. 
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3.2.Image Preprocessing 

Developing projects in computer vision and machine learning invariably requires data, especially 

image data. Unfortunately, complexity, correctness, and sufficiency are a few issues with image 

data. This is why preprocessing (cleaning and formatting the data) is necessary before building a 

computer vision model in order to get the desired outcomes. Preprocessing images is an essential 

aspect of the machine learning model workflow, especially for tasks involving images. 

Preprocessing is the process of modifying and fine-tuning an image’s pixel values to make the data 

more suitable for further operations within a standard model[52]. This approach is noteworthy 

since it improves the model's prediction speed while also cutting down on training time. 

Additionally, image preprocessing is essential for identifying and enhancing the important 

characteristics in the dataset, which makes the model work more accurately and effectively.  

3.3.Image Acquisition 

The utilization of aerial photography for land cover change assessment stands as a cornerstone 

within the realm of earth sciences. This methodological approach assumes paramount significance, 

particularly in regions such as Ethiopia, where access to longitudinal satellite imagery remains 

constrained, accentuating the pivotal role of aerial photography as a robust and enduring tool in 

elucidating temporal shifts in land cover dynamics[53]. 

The historical trajectory of aerial photography underscores its unparalleled advantage, boasting an 

extensive and continuous temporal coverage dating back to the early 1930s, a period preceding the 

advent of satellite technology[53]. This demonstrates that it was the first remote-

sensing technique. This enduring legacy renders aerial photography the foremost repository of 

spatially comprehensive records about land cover alterations, especially in regions characterized 

by limited satellite data accessibility.    

Aerial photography epitomizes a paradigm of remote sensing that is not only ubiquitous but also 

distinguished by its versatility and cost-effectiveness when compared to satellite-based 

methodologies. It represents the pioneering modality of remote sensing, steadfastly enduring into 

the contemporary era despite the ascendancy of satellite technologies. 

The process of using cameras installed on airplanes to take pictures of the Earth's surface, its 

atmosphere, or its hydrosphere using aerial photography equipment, which includes both outdated 

film-based devices and more recent digital alternatives. These cameras serve as conduits for 
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capturing images that delineate the reflective properties of diverse land features, with reflectance 

being transcribed onto photographic emulsions comprised of light-sensitive silver halide crystals, 

a configuration emblematic of both monochromatic and color photographic 

compositions[54][55].For the digital-based aerial photography digital camera with a high-

resolution sensor is mounted on an aircraft or drone the capture land features. 

Crucially, aerial photography encompasses two principal geometrical configurations: vertical and 

oblique. In the context of mapping endeavors, vertical aerial photography assumes primacy, 

facilitated by cameras affixed to the floor of survey aircraft, thereby producing images 

characterized by consistent scale properties across their entire vertical axis. Conversely, oblique 

photography entails a departure from verticality, wherein the camera's axis deviates from the 

perpendicular, yielding images that capture terrain features from a distinctively angled 

perspective[56].   

 

Figure 4: Vertical (A) Oblique (B) [56]   
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Figure 5: Example of vertical and Oblique aerial photograph[56] 

Vertical aerial photograph (a) and (b) Oblique aerial photograph 

 

Figure 6: Vertical and Oblique aerial photograph of Imperial Square Adey Abeba stadium taken 

in 2018 
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Figure 7: Vertical aerial photograph of Imperial Square Adey Abeba stadium taken in 2021 

The Space Science and Geospatial Institute (SSGI) has developed a comprehensive repository of 

remote sensing data through its collection efforts, international donations, and the purchase of 

satellite imagery from various countries. This repository includes multitemporal images essential 

for various applications. For example, SSGI has acquired SPOT images taken in 2006 and 2016 

G.C. for census-related purposes. 

For this research, an aerial photograph of Addis Ababa taken in 2018 and 2021 G.C will be utilized, 

ensuring a coherent and comprehensive approach to studying land cover dynamics in the region. 

3.4.Co-register Image  

When dealing with multitemporal data, the process of image registration becomes pivotal. Its 

primary goal is to harmonize different images so that their information can be effectively combined 

or compared. We can achieve smooth integration or fusion by geometrically aligning two or more 

photos to guarantee that related pixels, which indicate identical objects, match perfectly [57]. 

Accurate registration is crucial for analyzing temporal variations, as any misalignment between 

images could significantly impact the reliability of the results. 

In the realm of multitemporal aerial photos, achieving co-registration poses challenges due to 

disparities in coverage areas across images captured at different times. Proposed methods for co-

registration involve leveraging either image coordinates or vector data, such as shapefiles. 
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However, the variability in coverage areas, particularly pronounced in the northern and western 

parts of Addis Ababa across different years, presents a notable obstacle. 
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Figure 8 : Aerial photo of Addis Abeba Coverage 2018 
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Figure 9: Aerial photo of Addis Abeba Coverage 2021 

The analysis of multitemporal images of Addis Ababa reveals a notable inconsistency in coverage 

between different periods. Specifically, when comparing the shapefile projected onto the images 

from 2018 and 2021, it becomes evident that there is not a consistent coverage area. 

This inconsistency poses a challenge for co-registration efforts, as the varying coverage areas 

between the two years hinder the alignment process. Without a consistent coverage area, achieving 

accurate geometric alignment between images becomes more difficult. 
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Addressing this issue is crucial for ensuring reliable analysis and interpretation of the 

multitemporal data. It underscores the importance of finding effective solutions to standardize 

coverage areas and facilitate the seamless integration of information from different periods. 

To tackle this challenge, one approach entails identifying matching coordinates across 

multitemporal images. The "rasterio" package in Python proves valuable here, allowing us to read 

image data and metadata to determine the bounding box of each image tile. A bounding box serves 

to define the spatial extent of a dataset, describing its geographic coverage. However, pinpointing 

specific coordinates within large image tiles with 16,000x16,000 for 2018 and 40,000x40,000 for 

2021 can be computationally demanding and time-consuming. This involves iterating through all 

georeferenced pixels to find matches, which becomes increasingly daunting with larger datasets, 

such as a 95GB multitemporal image of Addis Ababa. 

Alternatively, employing shapefiles offers a solution to standardize coverage areas. Shapefiles, a 

simple format for storing geometric and attribute data of geographic features, prove instrumental 

in this endeavor. By utilizing shapefiles containing the boundaries of Addis Ababa and its 

administrative divisions ("wordas"), we can project these boundaries onto the images to crop out 

the respective areas. This process yields co-registered image tiles or patches. Tools like Global 

Mapper, adept at visualizing both multitemporal data and shapefiles, streamline this process, 

ensuring consistency across images and creating the co-registered image. 
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               Figure 10: Boundaries of Addis Ababa and its administrative divisions ("wordas") 

Aligning images based on shapefile boundaries mitigates the challenges posed by varying 

coverage areas, facilitating reliable co-registration. This approach enables the integration of data 

from different periods for analysis or visualization, ultimately enhancing the utility of 

multitemporal aerial photos. 
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3.5.Resample Image 

The aerial images taken at different points in time exhibit some differences. The 2018 image has 

a spatial resolution of 30cm, while the 2021 image has a spatial resolution of 10cm. This difference 

can significantly affect change detection. In an image, the distance that a pixel represents is 

referred to as spatial resolution. For example, NASA's Landsat collects imagery at a 15-meter 

resolution, meaning each pixel represents a 15m-by-15m area on the ground. 

A 10cm resolution photo captures finer details compared to a 30cm resolution photo. Smaller 

features, such as individual plants or small objects, will be visible in the 10cm aerial photo but 

may be indistinguishable in the 30cm aerial image. Changes that are small in scale may be 

detectable in the 10cm image but not in the 30cm image. Consequently, relying on the 30cm image 

for areas where fine details matter can result in incomplete change detection. 

To address the resolution differences, nearest neighbor resampling is performed on the 10cm 

image to match the 30cm resolution by Arcgis. Nearest neighbor resampling is a technique used 

to resize images by assigning the value of the nearest pixel to each point in the resized image. This 

method is simple and preserves the original values of the pixels, which is important for maintaining 

the integrity of the data. 

3.6.Image Patch/Tiles   

To create the image tiles the research employed a rigorous strategy to produce co-registered image 

tiles. First trimmed the multitemporal images according to the administrative boundaries of the 

area of interest. This step ensured that each tile captured a specific geographic region within Addis 

Ababa, thereby facilitating focused analysis and it allows us to reduce the computational resource 

required to train the proposed model. 
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       2018 aerial photography                 2021 aerial photography  

Figure 10: Figure 0 12: Cropped image based on administrative boundaries yeka subcity worda 

10 

Once the images were cropped to conform to the administrative boundaries, we transitioned to the 

next phase of the process with a cohesive set of co-registered images. Building upon this 

foundation, I opted for a systematic approach by uniformly cropping the images at regular intervals 

of 440 pixels. This deliberate choice served to standardize the procedure, ensuring a harmonized 

structure across all tiles. 
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2018 aerial photography                  2021 aerial photography 

Figure 11: An illustration of image tile of the image in every 440 pixels 

Following these guidelines allowed me to produce a collection of co-registered image tiles that 

accurately depicted different areas of yeka subcity worda 10 at various points in time. This 

methodical process improves the multitemporal data's dependability and interpretability for change 

detection. 

Table 2:Description of the total number of image tiles 

Date Total number of Image tiles For 2018 For 2021  

2018        6000 image tiles            3000            3000 

2021 
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  Figure 12:Sample of co-registered multitemporal aerial photographs 

A) 2018 aerial photographs, B) 2021 aerial photographs 
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3.7.Neural Network 

Before going in-depth in feature extraction, what is neural Artificial neural networks, or ANNs, 

draw inspiration from the structure and function of biological brains, albeit in a simplified form 

adapted for computer processing. While not a perfect emulation, ANNs feature interconnected 

units called neurons and activation functions, mimicking the behavior of biological neurons. While 

a single neuron may not achieve much on its own, the collective power of hundreds, thousands, or 

even more neurons, with their intricate interconnections, often yields superior results that surpass 

those of other machine learning techniques[58].  

 

Figure 13: Contrasting an artificial neuron with a biological neuron[58] 

3.8.Feature Extraction   

3.8.1. Autoencoder (AE)   

An Autoencoder trains the neural network in an unsupervised manner by utilizing the encoding 

and decoding process[59], particularly beneficial when dealing with unlabeled data in a given 

problem domain. One of its primary advantages lies in its ability to effectively reduce 

dimensionality, a crucial aspect in numerous remote sensing applications[20]. By compressing the 

input data into a lower-dimensional representation, AE facilitates the extraction of essential 

features while minimizing the computational burden associated with high-dimensional data. 
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Moreover, in remote sensing applications, AE offers another significant advantage by obviating 

the need for labeled data. This means that instead of relying on meticulously labeled datasets, 

which typically require input from domain experts, AE can autonomously learn meaningful 

representations directly from the raw data. This not only streamlines the development process but 

also alleviates the challenges associated with labeling vast amounts of data, making it more 

feasible to tackle large-scale remote sensing tasks efficiently. 

 

Figure 14: The architecture of the conventional autoencoder and 

reconstructed image 

Typical single-layer autoencoder structure: In order to provide an output that is as near to the input 

as feasible, this one-hidden layer structure learns the optimal compressed form [60].For the change 

this research will utilize a Convolutional Autoencoder (CAE) to transform input data into a 

compact, semantically rich representation before reverting it to its original form during decoding, 

ensuring faithful reconstruction of the initial input. Unlike traditional autoencoders that rely on 

fully connected layers, CAEs employ the encoder and decoder to comprise convolutional and 

deconvolutional layers, respectively, in place of completely linked layers[61]. 

 

Figure 15: CAE architecture showing convolutional and deconvolutional layers [61] 
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3.9.Encoder  

3.9.1. Convolutional Neural network (CNN)  

The human visual brain served as a major source of inspiration for the CNN network. CNNs are 

specialized Deep Neural Network (DNN) designs that employ convolutions in several layers rather 

than the more conventional matrix multiplications. They are a great tool for processing data that 

is sampled often, including 2D and 3D photography. Convolutional layers, pooling, nonlinear 

activations, and fully linked layers are the four primary layer types found in CNN architectures for 

image processing applications [86, 88]. Without requiring human input, this type of primary layer 

may automatically extract important information from the input. Among the most well-known 

CNN variants are Residual Neural Network (ResNet), AlexNet, and Visual Geometry Group 

(VGG) [63]. Together, these variations demonstrate CNNs' exceptional accuracy and efficiency in 

interpreting complicated visual data. 

Before CNNs were developed, combining the image pixels into single large vector was the 

standard procedure method for processing image inputs. However, using this method meant losing 

a lot of spatial information about how close pixels were to each 

other. Although dense networks can theoretically detect proximity of pixels during training, using 

an architecture specifically designed to capture spatial connectivity could significantly improve 

image processing capabilities 

The fundamental concept behind convolutional networks involves connecting neurons exclusively 

to pixels within a small region of the image. By confining a neuron's inputs to a specific sub-

region, the computations it performs during gradient descent and weight updates inherently 

become a function of that particular image segment. This localized connectivity allows for the 

systematic traversal of input windows across the entire image, enabling distinct sets of neurons to 

process various regions independently. Analogous to dense layers, where multiple neurons process 

identical inputs, convolutional layers facilitate the deployment of numerous neurons for each 

window of connections, thereby accommodating the diverse processing requirements of individual 

spatial regions. For example, it would be fantastic to use the edge detection skills trained by these 

neurons across the entire input image. Although we are unable to directly regulate the function that 

a particular neuron learns, but by using weight tying we can apply the same function to the entire 

image. 
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Convolutional networks are inherently well-suited for image processing assignments because of 

their capacity to maintain spatial information and efficiently leverage shared functions across the 

image domain. Unlike the conventional approach of treating images as single large vectors, CNNs 

capitalize on spatial proximity and shared functions to achieve superior performance in various 

image processing tasks.  

 

Figure 16: An illustration of a convolutional neural network with several pooling and convolution 

layers[63] 

3.9.2. Convolutional Layer   

The convolution layer serves as the fundamental element of CNNs, bearing the primary 

computational burden. Here, a kernel moves across the input, starting from the left and progressing 

to subsequent layers, performing a dot product with the input at each step. This process generates 

an output feature map where convolutional neural layers can identify specific features within an 

image. Filters in the convolutional layer convolve with the receptive field of the input picture in a 

sliding window fashion, making it easier to learn properties unique to the data. Initially, basic 

features like lines, edges, and corners are grasped in the early layers, while deeper layers uncover 

more abstract features[61].  
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Figure 17: The convolution and subsampling process involves the following steps: The convolution 

and subsampling process involves the following steps: Initially, a trainable filter fx is applied to 

the input, which can be an image in the first stage or a feature map in subsequent stages, resulting 

in the convolution layer Cx. Then, a trainable bias bias bx is added. During subsampling, another 

trainable bias bx+1, is incorporated, followed by weighting with a scalar wx+1. The neighborhood 

(four pixels) is summed, and the result is passed through a sigmoid function to produce the feature 

map Sx+1, which is approximately half the size of the original[64]. 

3.9.3. Pooling Layer   

Pooling is a feature seen in the majority of CNN designs. A popular method that primarily aims to 

minimize the feature map size is pooling. Downsampling of the input feature map is done by the 

pooling layer, which usually comes after the convolutional layer. Condensing information and 

transforming the raw data into a more understandable format is its main objective. There are two 

primary benefits of using pooling layers. First, because the relative locations of the elements that 

comprise the local pattern might vary greatly, locating the features with comparable local positions 

gives better dependability. Secondly, it allows for dimensionality reduction in feature 

representation without introducing additional parameters, thus considerably decreasing both 

computation time and the overall network's parameter count[65].  

There are two primarily used pooling max and average pooling. Max polling was widely used 

during the exploration. Max-pooling layers, which take the maximum value in a certain area and 

pull it into a singular value. Therefore, it speeds up training by increasing the neural network's 

performance.  

3.9.10. Activation Function  

A neuron's activation function indicates what it will produce from a certain combination of inputs. 

It is employed to ascertain if the neuronal output will ignite or not. There are basically two types 
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of action functions depending on the function they map there result between 0 and 1 and -1 and 1. 

Non-linear function and linear activation. The result of a linear function, which indicates that the 

output value is not restricted to a range, is a linear activation function. Rectified Linear Unit 

(ReLU), a non-linear activation function, will be used in this study. Currently, the most often 

utilized activation function worldwide is the Rectified Linear Unit, or ReLU. Considering that 

deep learning and convolutional neural networks both use it. Rectified Linear Unit, or ReLU, 

activation function sets its output equal to the input x but clips it at 0 from the negative side. If the 

input x is less than or equal to 0, the output y is set to 0; otherwise, y equals x. Despite its simplicity, 

ReLU is widely adopted due to its efficiency and speed. While the sigmoid activation function is 

simpler than ReLU, it's computationally more demanding. ReLU closely resembles a linear 

activation function, yet it maintains nonlinearity, primarily because of the bend it exhibits after 0. 

This fundamental characteristic makes ReLU highly effective[58]. 

 

Figure 18: ReLU activation function graph 

3.10. Decoder 

3.10.10. Deconvolution layer  

In order to match the resolution of the original input features, the deconvolution layer serves to 

recover the quantity of features retrieved by earlier convolutional and pooling layers. This layer 

offers several advantages: it enables upsampling during the training process itself, and it helps 

mitigate any loss incurred during the feature resampling procedure[65]. 
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The feature maps are up-sampled and reconstructed using the deconvolutional layers. 

Deconvolution operates in the opposite direction of conventional convolution and is sometimes 

known as a convolution that is transposed or convolution with fractionally strided [66]. We use 

deconvolution as the decoding layer of a convolutional encoder in order to recover the geometry 

of the original feature map in the encoder stage.  

3.11. Loss function  

In autoencoder are relay on the reconstructed representation. Essentially Autoencoders are a class 

of algorithms primarily focused on acquiring a meaningful representation of data through the 

process of effectively reconstructing a given set of input observations[67]. Hence, there is a of 

need a role that measure the disparity between the input xi and its corresponding output xi.so the 

concept is to find weights that give the smallest reconstruction error. The most common use in 

autoencoder is Mean Squared Error (MSE). This Reconstruction Error (RE) metric show us how 

good or bad CAE able to reconstruct the multitemporal image. 

    𝑅𝐸 = 𝑀𝑆𝐸 =
1

𝑀 
∑ |𝑥𝑖 − 𝑥𝑖

′𝑀
𝑖=1 |2 

Equation 5 : MSE Equation 

3.12. Euclidean distance  

The distance between two points is known as the Euclidean distance. In other words, the Euclidean 

distance in Euclidean space is defined as the length of the line segment that separates two locations. 

The Euclidean distance, often known as the Pythagorean distance, may be computed using 

Pythagoras' theorem and the coordinate points. The Euclidean distance formula may be used to 

determine a line segment's distance. Let's say that the two-dimensional coordinate plane has two 

points, let's say (x1, y1) and (x2, y2). 

Thus, the Euclidean distance formula is given by: 

d =√ [(x2 – x1)2 + (y2 – y1)2] 

Equation 6:  Euclidean Distance Equation 

In this case, the coordinates of the first point are x1, y1, while the second point is x2, y2. "d" 

represents the Euclidean distance. 
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The distance between each multitemporal image's feature vectors at each corresponding location 

is computed for the purpose of change detection. 

3.13. Binary Change Map 

To generate the binary change map, we used a popular method called a method that is Otsu 

threshold. An Otsu threshold algorithm to automatically find the optimal threshold intensity. 

Finding the threshold intensity that best divides an image into the foreground and background 

classes is how the Otsu technique operates. 
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Chapter Four 

4. Result 

4.1 Overview  

In this discussion, we present a comprehensive evaluation of our proposed application of 

Convolutional Autoencoders (CAEs) for change detection in multitemporal images. CAEs, a 

specialized subclass of CNNs, are particularly powerful for unsupervised learning tasks. These 

autoencoders are widely utilized for image reconstruction and feature extraction because of their 

capability to learn compact and efficient image representations. Our evaluation centers on the 

binary change maps generated from the features extracted by CAEs. These maps serve as crucial 

tools for identifying changes between images captured at different times, harnessing the robust 

representation learning capabilities inherent in CAEs. 

4.2. Summary of Dataset Description    

The dataset encompasses 6000 meticulously prepared image tiles tailored for the training phase. 

These tiles represent diverse land features crucial for training the model effectively, including 

urban settlements, barren land, grasslands, roads, dirt roads, and various others. Due to the 

unavailability of labeled data, our work is constrained to utilizing freely accessible multi-temporal 

images sourced from Google Earth. 

Data Composition 

The data set is distributed as follows: 

Training Data: 

▪ Aerial photo: 6000 tiles dated between 2018 and 2021 

▪ Google Earth Data: 4500 tiles dated between 2013 and 2022 
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4.3.Result  

In the results analysis section, we present the outcomes of applying our CAE-based methodology 

to the dataset. This includes quantitative metrics such as accuracy, precision, recall, and F1-score, 

which provide a detailed understanding of the model's performance. 

Performance measures from the model include:  

▪ Average Precision = 0.7927 

▪ Average Recall = 0.7911 

▪ Average F1 score = 0.7948 

▪ Average Accuracy = 0.8989 

▪ MSE = 0.002 

 

  

 

Figure 19: The performance of the CAE 
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Figure 20: Graph represent of the result 

Table 3:Labels for the figures 

I: Ground truth label dataset for Google 

earth  

IV: 2018 aerial image   

II: Generated binary change map for 

Google earth dataset 

V: 2021 aerial image   

II: 2013 Google earth image tile VI: Generated binary change map for aerial 

image   

III: 2022 Google earth image tile  
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4.3.1. Precision Analysis  

The ratio of real changes accurately recognized, or genuine positive detections, to the overall 

number of positive detections, or both true positives and false positives, is known as precision. An 

accuracy of 0.7927 in the context of change detection indicates that 79.27% of the changes the 

model detects are real changes. This suggests a low false positive rate, which suggests that changes 

detected by the model are probably accurate.  

     
  I                                                                                      II 

 

 

                                                                 
                  II                                                                                       III 

from the grounded truth data(I) the lable show that all change has occurred our model predcated 

all of the change.  
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4.3.2. Recall Analysis  

The ratio of genuine positive detections to the total number of real changes (true positives + false 

negatives) is called recall, which is sometimes referred to as sensitivity. With a recall of 0.7971, 

the model is able to identify 79.71% of real changes. This suggests that there aren't many missing 

changes in the model. 

     
         I        II 

 

                  
             II                                                               III 

 

as we can see from the image the proposed method able to capture most of the change that 

occurred as we can from the above data it fails to detect the whole trail. 
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                                             IV                           V 

 

                  

         VI 

4.3.3. F1-Score Analysis 

The F1-score is a statistic that provides a balance between accuracy and recall, calculated as the 

harmonic mean of the two. It is especially helpful when weighing the trade-off between recall and 

accuracy. An F1-score of 0.7948 suggests that the model is neither either rigorous nor overly 

lenient in identifying changes, indicating a reasonable balance between precision and recall.  
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4.3.4. Accuracy Analysis  

The proportion of accurately classified cases—both true positives and true negatives—to all 

instances is known as accuracy. With an accuracy of 0.8989, the model detects changes and non-

changes 89.89% of the time accurately. This high accuracy suggests that the model has good 

overall performance. 
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                                          VI 

 

4.3.5. MSE Analysis 

The small value of MSE, that is, 0.002, evidently gives a good reconstruction of the image from 

the model. Of course, that is not a proof or guarantee of good change detection since it might 

reconstruct good but do no damage to the embedded information. 
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4.4.Discussion on the results 

The evaluation metrics for the change detection model using a Deep Learning Convolutional 

Autoencoder indicate a robust and reliable performance. The model achieved an average precision 

of 0.7927, an average recall of 0.7971, an average F1-score of 0.7948, and an average accuracy of 

0.8989. These results demonstrate the model's effectiveness in identifying changes with a balanced 

approach, ensuring a good trade-off between precision and recall. 

Techniques such as early halting and learning rate reduction were used to further improve the 

model's effectiveness. Early stopping is a regularization strategy that stops training a model when 

its performance on a validation set no longer improves, hence preventing overfitting. This prevents 

the model from overfitting to the training set and guarantees good generalization to new data. 

Additionally, a dynamic learning rate reduction technique was utilized to adjust the learning rate 

dynamically during training. This technique reduces the learning rate when the validation 

performance metric stops improving. 

A noteworthy aspect of the study is the consideration of seasonal changes in the aerial imagery. 

The images used for this study were taken at different times of the year: April for 2018 and June 

for 2021. These seasonal differences could introduce variability in the data, potentially 

confounding the detection of actual land cover changes with seasonal variations. This seasonal 

variability can affect the model's performance, as it may detect changes that are purely seasonal 

rather than actual changes in land cover. 

For this research, we were unable to obtain data taken at the same time each year, which would 

have been ideal to prevent such seasonal discrepancies. To mitigate this issue in future studies, it 

is crucial to use data taken during the same seasons across different years. Aligning the timing of 

image acquisition ensures that any detected changes are more likely to be genuine land cover 

changes rather than seasonal effects.  

Together, these strategies not only enhance the model's convergence and prevent overfitting but 

also contribute to the robust performance metrics observed, confirming the model's reliability and 

effectiveness in change detection tasks despite the challenges posed by seasonal variability in the 

imagery. When comparing our model to other unsupervised change detection methods, such as CNN-

based change detection (CD), several limitations become apparent. CNN-based methods can 
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extract both 3D and 2D features, whereas our model is limited in this capability. Additionally, 

CNN and RNN-based architectures can perform multi-class change detection, identifying the types 

of changes occurring and generating a binary change map with 97% accuracy. This is achieved 

using labeled data, which was not feasible for implementation in our proposed architecture. 
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Chapter Five 

5. Conclusion and Recommendation 

5.2.Conclusion  

In conclusion, the change detection model leveraging CAE demonstrates solid performance, 

achieving an accuracy of 89%. This model's efficacy is particularly beneficial for detecting 

changes over large areas and extensive datasets, where traditional methods may fall short due to 

scalability and efficiency limitations. DL models, particularly CAE, are well-suited for processing 

large datasets and extensive geographical areas. Their ability to automatically extract and learn 

relevant features from the data makes them highly scalable and efficient. 

With a precision and recall of 79%, the model reliably distinguishes between changed and 

unchanged regions. This level of accuracy is significant for large-scale applications where even 

small improvements in performance can lead to substantial practical benefits. The model's 

balanced performance, with high precision and recall, ensures that most detected changes are 

actual changes, and most actual changes are detected. This balance is critical for minimizing false 

positives and negatives, which is crucial in large-scale monitoring applications. 

The practical benefits of this model are vast. For environmental monitoring, the model can 

efficiently process satellite imagery and other large datasets to detect changes accurately, aiding 

in deforestation tracking, climate change studies, and wildlife habitat monitoring. In urban 

planning and development, it can help monitor construction progress, detect illegal land use 

changes, and assess infrastructure development over vast urban areas. Additionally, the model's 

capability to detect changes rapidly and accurately is invaluable for disaster management, enabling 

timely identification of areas affected by natural disasters such as floods, earthquakes, and 

landslides, thereby facilitating quicker response and recovery efforts. 

Future directions for improving the model include enhancing data quality, experimenting with 

more advanced DL architectures, and applying sophisticated post-processing techniques. 

Improvements in data quality, including the use of higher-resolution imagery and more diverse 

datasets, can enhance the model's accuracy and robustness. Advanced architectures and 

techniques, such as incorporating temporal data or using ensemble methods, could lead to even 

better performance. Post-processing techniques to refine the model’s output can help reduce false 

positives and negatives, improving the overall reliability of change detection. 
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The deployment of CAE for change detection presents a powerful approach to managing and 

analyzing large-scale datasets and geographical areas. With its high accuracy and balanced 

performance, this model offers significant advantages for applications that require precise and 

efficient change detection. As technology and data quality continue to improve, the potential for 

even greater accuracy and applicability of this model will only increase, making it an indispensable 

tool for modern change detection challenges. 
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5.3.Recommendation  

For future endeavors, it's imperative to address the limitations identified in this study. 

Collaboration with domain experts is crucial, as their insights can greatly enhance the efficacy of 

the research. Here are some recommendations and areas for future work:  

There is gap that can be addressed for the future works: - 

▪ Incorporate advanced object identification techniques such as You Only Look Once 

(YOLO) to improve change detection accuracy. YOLO can effectively discern objects like 

cars and airplanes, preventing them from being mistakenly identified as changes in the 

scene.  

▪ Integrate models capable of removing shadows from multitemporal images before change 

detection. Shadows can often obscure true changes, leading to inaccuracies in detection. 

By pre-processing images to eliminate shadows, the model's accuracy and reliability can 

be significantly enhanced.  

▪ Develop a user-friendly web application to facilitate the labeling of multitemporal images 

by other remote sensing experts. This application would streamline the data annotation 

process, allowing for efficient creation of labeled datasets. Additionally, it would foster 

collaboration and knowledge-sharing within the remote sensing community. 
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APPENDIX  
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3.Code for loading the data and calculation of Euclidean distance 
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4. Otsu thresholding 

 

 

 

 

 

 

 

 

 

 

 


